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Leland B. Gee, Hongxin Wang and Stephen P. Cramer

9 Nuclear resonance vibrational
spectroscopy

9.1 Introduction

9.1.1 Mössbauer effect

In a Mössbauer experiment, the intensity directly scales with fLM, such that the
observed cross section, σN, is reduced from the total cross section according to
σ(0) ~(π/2) σN fLM [6]. However, there is a “sum rule” that states that the integrated
cross section for a nuclear transition remains constant [7]. So, where does this
missing intensity go? The missing intensity is in the “recoil fraction,” 1 – fLM,
where nuclear transitions couple to atomic vibrations, resulting in the creation or
annihilation of phonons analogous to Stokes and anti-Stokes features in optical
spectroscopies (Figure 9.1). It turns out that this fraction contains useful and de-
tailed information about the vibrational properties of a sample.

Before the advent of modern synchrotron radiation (SR) sources, most experi-
ments probed the recoil fraction indirectly, by observing the loss of Mössbauer in-
tensity [8, 9]. Since the inception of high brightness third-generation synchrotron
X-ray sources and high-resolution monochromators (HRMs), we can probe the recoil
fraction directly by the technique known as nuclear resonance vibrational spectros-
copy (NRVS). Other less common names for the technique include nuclear resonant
inelastic X-ray spectroscopy, nuclear inelastic scattering (NIS) and the phonon-
assisted Mössbauer effect (PAME).

NRVS has applications to chemistry, biology, geology, materials science and
physics. It is an exciting tool because:
– NRVS yields a vibrational spectrum for a specific isotope of a specific element,
– the resulting vibrational spectrum is easily calculated and interpreted,
– the isotopic sensitivity allows labeling experiments, say of surfaces or of spe-

cific sites in metalloenzymes and
– NRVS also provides quantities such as the speed of sound and average kinetic

energy.

Before we continue further, we present a pair of examples as an initial demonstration
(Figure 9.1 and Figure 9.2). At one extreme is the spectrum of Fe metal, in which the

Leland B. Gee, Department of Chemistry, Stanford University, California, USA
Hongxin Wang, Stephen P. Cramer, Department of Chemistry, University of California, California,
USA

https://doi.org/10.1515/9783110496574-009



vibrations are described as propagating phonons with a continuous density of states.
Analysis of such spectra can provide important geophysical properties such as the
velocity of sound, specific heat and average vibrational force constant. At the other
extreme is the spectrum of 57Fe(S2C2H4)(CO)2(PMe3)2, an Fe coordination complex
with terminal CO ligands. The isolated optical modes from 500 to 650 cm−1 are domi-
nantly Fe–CO stretching and bending in character [10].
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Figure 9.1: Left: State schematic of zero phonon and recoil events for a system with a single
fundamental vibrational frequency. The recoil-free Mössbauer line is the |g>0> → |e>0> transition.
Upper right: Comparison of energies and intensities for the same system. The phonon creation or
“Stokes” region is to higher energy, with single-phonon and multiple-phonon events. The phonon
annihilation or “anti-Stokes” region is at lower energy and has its intensity reduced by the
Boltzmann factor (see text). Lower right: NRVS spectrum for Fe metal, typical for a system with a
continuous density of states.
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9.1.2 History

NRVS is related to, and descended from, Mössbauer spectroscopy, which focuses on
the recoil-free Mössbauer nuclear excitation to learn about the electronic structure of
the atom – a recoilless excitation [1, 2, 11]. Probing vibrational dynamics through
coupled nuclear transitions was explored in the early 1960s [4, 12]. Typically
for Mössbauer spectroscopy, energies incident to the sample are scanned by Doppler
shifting a decaying parent isotope. However, the resonances in Mössbauer spectros-
copy are usually shifted on the order of neV relative to the nuclear excitation, but vi-
brational quanta are on the order of meV. This implies a Doppler shifted source would
need to move with a velocity 6 orders of magnitude faster than a typical Mössbauer
experiment to resolve vibrational modes. Although there were heroic experiments
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Figure 9.2: NRVS examples. top: The NRVS spectrum for 57Fe Metal. bottom: Spectrum for a
complex with two terminal –C≡O ligands [10].
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involving sources mounted onto ultracentrifuges [8, 9], such a Mössbauer spectros-
copy setup converted for NRVS is considered impractical and a different type of source
is required for NRVS.

The possibility of using a synchrotron as a source for nuclear resonance spec-
troscopies was first proposed by Ruby in 1974 [13]. The proposition was explored in
the mid-1980s by Gerdau [14]. By the mid-1990s with most of the theoretical and
practical groundwork laid, three teams near-simultaneously made observations of
NIS caused by vibrational dynamics [15–17]. The three teams were based out of the
SPring-8, APS and ESRF synchrotrons, and these remain global hubs for nuclear
resonance spectroscopies to this day.

After the initial observations, there has been a boom in NRVS research. Due to its
ubiquity in chemistry, materials science, biology as well as nuclear properties that are
amenable to the timescale of a synchrotron, 57Fe has enjoyed a particular emphasis in
NRVS research. One of the first demonstrations of the efficacy of the 57Fe NRVS experi-
ment for dilute biological samples was performed on myoglobin [18, 19]. Since then
many bioinorganic 57Fe NRVS experiments have been performed on (not comprehen-
sively) the NiFe site in [NiFe] hydrogenase [20–22], the diiron site in [FeFe] hydroge-
nase [23, 24], the P [8Fe7S]- and M [7Fe9SMo]- clusters of Mo-nitrogenase [25–28], heme
systems [29, 30], nonheme systems [31, 32] and nitric-oxide sensing [4Fe4S] clusters
[33]. The rate at which NRVS is answering questions about biological Fe metallocofac-
tors shows no indication of slowing down.

9.2 NRVS intensities for discrete normal modes

How are vibrations and phonons with energies of meV coupled to nuclear transi-
tions at the tens of keV level? The occurrence of vibrational side-bands is one way
to understand the NRVS effect. A nucleus vibrating at frequency ω and illumi-
nated by a monochromatic beam at ω+Ω will experience a negative side-band at
(ω+Ω )–ω = Ω and hence be in resonance for a nuclear transition. Additionally, a
nucleus that is part of a vibrational excited state will be in resonance via the posi-
tive side-band: (Ω – ω)+ω = Ω .

The overall cross section σ(E) for nuclear resonant absorption of a photon with
energy E can be factored into two terms, one of which depends on the properties of
the nucleus: cross section σ E0ð Þ and lifetime broadening by linewidth, Γ0:

σ Eð Þ = π
2
σ E0ð ÞΓ0S E −E0ð Þ (9:1)

where the second term, S E −E0ð Þ is the nuclear excitation probability, which depends
on the environment of the nucleus. If one assumes a harmonic lattice or molecule:
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S Eð Þ = fLM δΓ Eð Þ|fflffl{zfflffl}
Mössbauer

+
X∞

n = 1

Sn Eð Þ
|fflfflfflfflfflffl{zfflfflfflfflfflffl}

NRVS

0

BB@

1

CCA (9:2)

where δΓ(E) is a Lorentzian of width Γ and the function Sn(E) refers to events involv-
ing n phonons and fLM is the Lamb–Mössbauer factor.

9.2.1 Stokes fundamentals

Suppose that we have a harmonic oscillator molecular system with a set of normal
modes labeled α that are described by the displacements~rkα for atom k and normal
mode α. We assume a lineshape function L to account for the experimental resolution
and lifetime broadening, and we convert the energy scale for our normal mode α to a
frequency !να in wavenumbers (cm−1). As a specific example, we use the FeCl4− ion,
which in Td symmetry will have nine normal modes distributed into four bands.
Accounting for degeneracy, the particular modes are labeled ν1 – corresponding to
the totally symmetric (A1) stretch, ν2 – corresponding to the doubly degenerate (E)
bend, ν3 – corresponding to the triply degenerate (T2) stretch and ν4 – corresponding
to the triply degenerate (T2) bend (Figure 9.3).
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Figure 9.3: NRVS spectra for (NEt4)(FeCl4). Left: Comparison of 57Fe PVDOS with Raman and IR
spectra, illustrating the dependence of mode strength on the amount of Fe motion. Right:
Descriptions of atomic motion in different vibrational modes.
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Combining the above, the normalized excitation probability for such a system
can then be rewritten as follows:

S !νð Þ = fLML0 !νð Þ+
X

Δnα
ϕ Δnαð ÞLð!ν−

X

α
Δnα!ναÞ (9:3)

In the above expression, ɸ(Δnα) refers to the fractional area (integrated probability)
corresponding to a transition from initial population nα to final population nα+Δnα.
In the particular case of the FeCl4− ion, α would range from 1→4, with appropriate
normalization factors to account for the degeneracies.

The NRVS effect depends on the amount of active isotope nuclear motion in a
particular normal mode or phonon. The critical term that captures this is the “mode
composition factor,” e2jα, which is the fraction of kinetic energy associated with mo-
tion of nucleus j with mass mj and mean square displacements r2jα:

e2jα =
mjr2jαP
k mkr2kα

(9:4)

Then for a randomly oriented sample, and a nuclear transition with recoil energy !νR
and Lamb–Mössbauer factor fLM, an expression that captures the properties that
govern NRVS intensity for a fundamental transition from nα→nα +1 is:

ϕα =
1
3

νR
να

" #
!nα + 1ð ÞfLMe2jα (9:5)

The term !nα is the mean occupation number for mode α and is given by Boltzmann
statistics as follows:

!nα =
1

exp hc!να
kBT

$ %
− 1

(9:6)

The mode composition factor is the key term for describing the NRVS intensity of a
given normal mode. It thus plays a role similar to the transition dipole moment in
IR spectroscopy or the polarizability tensor in Raman spectroscopy. Due to the sim-
plicity of the intensity mechanism, once a normal mode description is obtained
from a DFT or empirical forcefield model, it is facile to calculate the normal mode
composition factor for the probe atom. In contrast, IR or Raman calculations involve
assumptions about molecular properties such as dipole moments or polarizabilities.

In summary, there are four terms that govern NRVS intensities:
– the Lamb–Mössbauer factor,
– a general 1/E dependence that reduces intensity of higher energy transitions,
– the temperature, which governs the distribution of occupied ground vibrational

levels and
– most important, the mode composition factor.
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Because the NRVS signal depends on motion of the nucleus of interest, some modes
will be strictly forbidden by symmetry. An example is the totally symmetric stretch of
a tetrahedral complex such as FeCl4

− (Figure 9.3). Modes involving light atom li-
gands, such as Fe–H stretches, are more difficult to observe because the light atom
dominates the motion of the vibrational mode. Higher-frequency modes also suffer
from the 1/E dependence. As will be discussed later, weak modes can be salvaged to
some extent by preferentially weighting the acquisition time as done with region of
interest (ROI) scans.

9.2.2 Anti-Stokes intensity

As with Raman spectroscopy, at photon energies E0−!να, there are transitions involv-
ing “annihilation” of phonons. The contribution of these “anti-Stokes features’ is
given by:

ϕα =
1
3

!νR
!να

" #
!nαfLMe2jα (9:7)

In these transitions, nα+1→ nα, and the intensity is strongly temperature dependent
because these transitions start from vibrational excited states. As observed in
Figure 9.1 the relative strength of Stokes and anti-Stokes features depends on the
temperature via the Boltzmann factor:

ϕanti− Stokes
ϕStokes

= !nα
!nα + 1

= exp −
hcνα
kBT

" #
(9:8)

By rearranging this equation for T, the relative strengths of the anti-Stokes and Stokes
transitions at frequencies ± !να can be used to determine the sample temperature.

9.2.3 Multiphonon events – overtone and combination bands

Again like Raman and IR spectroscopy, an NRVS spectrum also exhibits overtone
bands and combination bands involving changes of two or more phonons. How sig-
nificant are they? It all depends on the Lamb–Mössbauer factor. By integrating the
individual SnðEÞ curves, the n-phonon probabilities are obtained:

Pn =
ð
Sn Eð ÞdE = fLM

− lnfLMð Þn

n!
(9:9)

From this, Sturhahn gives a very simple expression for the average number of pho-
nons excited over the nuclear excitation spectrum [34]:
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hni = − ln fLM (9:10)

As shown in Figure 9.4, this means that multiphonon contributions are less than
10% of the single phonon contribution as long as fLM > 0.83.
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probabilities) and the ratio of single phonon to multiphonon events (——) as a function of typical
elemental Lamb–Mössbauer factors fLM, illustrated for a variety of typical samples and conditions:
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nuclear spectrum [36].
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Sage and coworkers have investigated the properties of two phonon contribu-
tions in some detail [40, 41]. In the same low-temperature (high-frequency) approxi-
mation used for the single-phonon approximation, the contribution ɸαα of the
overtone transition, nα→nα+2, at energy 2!να is given by eq. (9.11) [41]:

ϕαα =
1
10

!νR
!να

" #2

e4jα !nα + 1ð Þ2fLM = 9
10

ϕ2
α

fLM
(9:11)

We can then take the ratio of eqs. (9.11) and (9.5) to determine the fraction of overtone
intensity to single phonon contribution. Assuming an arbitrary value of ϕα = 0.02

and a favorable fLM=0.85, we find that the overtone to fundamental ratio,
ϕαα
ϕα

≈ 2.1%.

With the same approximations, similar expressions can be derived for the strength
ɸαβ of the combination band, nα→nα+1, nβ→nβ+1, at energy !να +!νβ; however in that
case, the directions of the two different normal mode motions must also be taken
into account [41].

9.2.4 Orientation dependence

Although most NRVS experiments are conducted on powder or solution samples,
there is extra information to be gained when oriented or single-crystal samples are
available. In the most general case, the NRVS will be different for an incident beam
along three perpendicular directions in the sample, x, y and z. There will then be
three distinct mode composition factors, corresponding to the projection of the nu-
clear motion along the three axes.

e2jα, x =
mj r · x̂ð Þ2jαP

kmkr
2
kα
, e2jα, y =

mj r · ŷð Þ2jαP
kmkr

2
kα
, e2jα, z =

mj r · ẑð Þ2jαP
kmkr

2
kα

(9:12)

As illustrated in Figure 9.5, for a crystal with isotope I and neighbor J, the inten-
sity of the I–J stretching mode in the NRVS will vary as cos2θ, where θ is the angle
between the photon direction and the interatomic axis. This contrasts with the

BJ

AI

ω R
θ

θʹ

E

h#h# Figure 9.5: Comparison of orientation dependence for
NRVS intensity of a stretching mode oriented between
atoms I and J and EXAFS intensity from atom A and
neighboring atom B.
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cos2θ′ angular dependence of extended X-ray absorption fine structure (EXAFS),
where the θ′ refers to the angle between the electric field E vector and the inter-
atomic axis.

In one example of using this orientation dependence, the NRVS for a single
crystal of FeOEP(NO) was examined, with the photon beam oriented in three or-
thogonal crystal axes. The observed intensities were then used to deduce the direc-
tion of Fe motion in particular normal modes, such as the Fe–NO bending motions
(Figure 9.6) [42].

9.2.5 Partial vibrational density of states (PVDOS) treatment

The discrete, isolated NRVS features seen in the (NEt4)(FeCl4) spectrum are atypical.
In most cases, there are many unresolved modes. In fact, apart from localized optical
modes, samples will also have delocalized “acoustic” modes that involve motion of
the entire unit cell and form a low-energy continuum. For (NEt4)(FeCl4) such modes
are seen below 80 cm−1 (Figure 9.3). For many chemical and biological applications,
the low-energy modes are not of keen interest. However, the low-energy modes con-
tain information about properties such as the speed of sound in a sample [43] that
are of critical interest to geophysicists. We thus need a way to describe the NRVS for
the more general case where the there is a continuous distribution of phonon
energies.
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Figure 9.6: Left: Coordinate system used for NRVS on a single crystal of Fe(OEP)NO. Top right:
Observed variation. Bottom right: Deduced motion for the Fe–NO bending mode.
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These are best described by a continuous “partial vibrational density of
states” or PVDOS, commonly written as D(E) or g(E) in the NRVS literature, and D
(E,k̂) or g(E,k̂) if the directional dependence of the PVDOS is retained. This
weighted vibrational density of states can be written in terms of photon wavevec-
tor k̂ and mass weighted normal mode composition factors êjα as follows:

Dj E, k̂
$ %

=
X

j

k̂ · êjα
$ %2

L E −Eαð Þ (9:13)

From the equation we infer that the experimental density of states will give us a
direct description of the mass-weighted normal mode composition factors. Then our
goal is to derive the PVDOS from our experimental data.

In the experimental data, there will be differences in penetration depth for the
elastic peak, where there is a large absorption cross section, compared to the inelas-
tic region by the incident beam. This complicates determination of the spectral nor-
malization factor (A) as now there is a penetration suppression factor, C, caused by
saturation at the elastic peak such that the measured intensity is:

I Eð Þ = A S Eð Þ−Cδ Eð Þf g (9:14)

Here, we take advantage of Lipkin’s sum rule [44] and recognize that the first mo-
ment of the spectrum depends only on the recoil energy of the nuclear isotope thus
we obtain:

ð
ES Eð ÞdE = AEr (9:15)

Using eqs. (9.14 and 9.15) together and knowing the zeroth moment of the spectrum
should be unity we can calculate the penetration suppression factor:

C = 1−
1
A

ð
I Eð ÞdE (9:16)

Next, we can further interpret the spectrum by approximating the interatomic po-
tential V as quadratic with respect to interatomic displacements (the harmonic
approximation). The total excitation probability becomes similar to eq. (9.2):

S s,Eð Þ = f sð Þδ Eð Þ+
X

Sn s,Eð Þ (9:17)

where Sn is the excitation probability of a phonon of order n. For the harmonic ap-
proximation, the single-phonon contribution to the probability is:

S1 s,Eð Þ = ER

E 1− e− βEð Þ
g s, Ej jð Þ (9:18)

Where g s, Ej jð Þ is our sought after partial vibrational density of states (PVDOS) and β
is the thermodynamic beta (β=KBT)−1. However, our obtained spectrum includes
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higher-order phonons and we must isolate the single-order phonons to extract
g s, Ej jð Þ. Here it is critical to note that from eq. (9.18) the excitation probability for a
single phonon event is limited by E 1− e− βE' (

; this implies high-energy single-
phonon features will be difficult to observe. The general excitation probability is then
described with recursive phonon convolutions for n≠1:

Sn s, Eð Þ = 1
nf

ð
Sn− 1 s,E′

' (
S1 s, E −E′
' (

dE′ (9:19)

Integration of eq. (9.19) for all energy space allows for the total excitation probabil-
ity as a function of phonon order:

Pn =
f − ln fð Þn

n!
(9:20)

which is identical to eq. (9.9). Here, we can see dominance in the first-order
contribution to the probability as f approaches one, the − ln fð Þ term gets
smaller. Conversely, for low f we see a rise in the higher-order phonon contri-
bution. We can simplify the convolution in eq. (9.19) to multiplication through
Fourier transformation:

~Sn =
f
n!

~S1
f

 !n

(9:21)

This transformation is useful as the higher-order phonon excitation probabilities
still depend recursively on (the Fourier image of) the single-phonon excitation
probability. Then the Fourier image of the total energy-dependent excitation proba-
bility follows as:

~S = f +
X

~Sn = fe
~S1
f (9:22)

Now we can extract the single-phonon excitation simply by solving for S1 through
inversion

S1 = F − 1 f ln
~S
f

 !" #

(9:23)

where F − 1 is the inverse Fourier-transform operator. This form of the function is
more advantageous as it is dependent on Fourier image of the excitation spectrum
~S and a physical property, f . Now we can relate eqs. (9.18)–(9.23) to solve for the
PVDOS, g s, Ej jð Þ, using accessible properties/observables E, ER and β

g s,Eð Þ = E
ER

tanh
βE
2

S1 s,Eð Þ+ S1 s, −Eð Þð Þ (9:24)
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However, an exact vibrational density of states need not follow any simple expres-
sion. The Debye PVDOS increases as the square of the frequency (or energy) until it
cuts off abruptly at the Debye frequency, ωD:

g ωð Þ = 9ω2

ω3
D

or D Eð Þ = 9E2

E3
D

(9:25)

If we incorporate a variety of typical numerical values for a Debye function into the
above single-phonon formula (eq. (9.21)), the resulting single phonon excitation
spectra are illustrated in Figure 9.7.

9.2.6 Other quantities from NRVS analysis – sum rules

As we mentioned earlier, there are several physical properties that can be extracted
from NRVS spectra. A short list is included in Table 9.1. Many of the useful quanti-
ties are obtained from the so-called sum-rule analysis, where the sum relies on in-
tegrals yielding various moments of the excitation spectrum [7]. Specifically, the

nth moment is defined as Wn =
ð
EnSðEÞdE (here we use Wn instead of Sn to avoid

confusion with the n-phonon absorption probability).
The first rule involving the 0th moment is trivial – the sum of probabilities over

all possible events is 100% – something must happen. Thus, by definition, the ze-
roth momentW0 is the integrated transition probability and hence unity:

W0 =
ð
S Eð ÞdE = 1 (9:26)
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Figure 9.7: Single-phonon excitation probabilities, S1(E), for a Debye model PVDOS with a cutoff
energy of 14 meV at different temperatures.
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As we have seen from eq. (9.15), the first moment is useful because it turns out
to be independent of the chemical environment of the nucleus under study – it just
depends on the recoil energy ER:

W1 =
ð
ES Eð ÞdE = Er (9:27)

This expresses a satisfying result: the average energy transfer to the lattice is equal
to the recoil energy of the free atom. Since the recoil energy is already known from
ER = E2

0=2mc2, the above equation turns out to be a convenient tool for normaliza-
tion of the overall spectrum.

The next two sum rules are simpler if one uses “centered moments” defined as

Mn =
ð

E −Erð ÞnS Eð ÞdE (9:28)

The centered second moment provides the average kinetic energy Kav of the nucleus
under study:

M2 =
ð

E −ERð Þ2S Eð Þ dE = 4ERKav (9:29)

Finally, the centered third moment turns out to be proportional to the average force
constant Kav holding an atom in its position along the average photon direction k̂:

M3 =
ð

E −ERð Þ3S Eð ÞdE = !h
m
ERkav (9:30)

We summarize by stating an obvious but nice fact about sum rule analysis – it re-
quires far fewer presuppositions than building a normal mode model based on a
hypothetical force field.

Table 9.1: Summary of the properties extracted by different spectral moments.

W  By definition of probability

W ER Recoil energy – independent of chemical environment

M ERKav Kav is the average kinetic energy

M !h2

m
ER kav

kav is the average force constant
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9.3 The NRVS experiment

Although the recoil fraction may have an overall cross section comparable to the
recoil-free fraction, the intensity is spread over tens or hundreds of meV, compared
to tens of neV for the Mössbauer effect. Thus, the absorption cross section at any
particular energy is effectively six orders of magnitude weaker than that of the elas-
tic resonance. So how is it ever possible to observe the NRVS effect? The key to the
synchrotron experiment is to exploit the time delay for the emission of nuclear fluo-
rescence and internal conversion X-ray fluorescence while ignoring unrelated faster
electronic scattering events. Of course, having a high-brightness source and a HRM
system is also essential [45]. A typical NRVS experimental setup is illustrated in
Figure 9.8 and in this section we will discuss the role of each major component in
the setup.

Not every Mössbauer isotope is suitable for an NRVS experiment. First, one needs a
monochromator with sufficiently narrow bandpass to resolve vibrational features,
generally ~ 1 meV resolution. Currently, this limits the nuclear resonance energy to
<40 keV. Second, the nuclear excited state lifetime must be long enough to allow
the detector to distinguish nuclear events from “prompt” electronic events, but
short enough to be accommodating to the synchrotron period and bunch frequency.
The isotopes that have made the cut so far are illustrated in Figure 9.9. Currently,
lifetimes from hundreds of ps to hundreds of ns are feasible. Fortunately for many
materials and biological applications, one of the most accommodating isotopes for
NRVS is 57Fe.

9.3.1 Comparison to Inelastic Scattering Spectroscopy

NRVS is often considered a NIS spectroscopy. For inelastic spectroscopies, it is key to
measure the incident E1 and scattered energies E2 to accurately define the energy
transfer (E1 − E2), and extract the inelastically scattering signal from the significantly

Heat load
monochromator

ΔE = 1 eV

High-resolution
monochromator
ΔE = 1 meV

Cryostat

Storage ring

Undulator

ΔE = 100 eV

APD

Sample

Figure 9.8: Schematic setup of an NRVS experiment.

9 Nuclear resonance vibrational spectroscopy 367



larger background. As will be discussed later, a narrow band incident energy can be
provided via a HRM – where 1 meV is considered reasonable resolution for observing
vibrational features. For conventional scattering spectroscopies like resonance
Raman, the detection of the scattered radiation is well resolved relative to the inci-
dent beam. Also, inelastic X-ray scattering (IXS) utilizes energy-resolved detection of
scattered photons that can be on the same energy scales as NRVS.

In the case of measuring NRVS, since the nuclear Mössbauer transitions often
have a very narrow linewidth (~5 neV for 57Fe), the nuclear transition itself provides
an excellent point of reference for the E=0 in terms of vibrational energy. NRVS
measures the elastic Mössbauer transition then tune the incident energy into the
inelastic sidebands; thus, measurements do not utilize an energy analyzer for scat-
tered photons, which makes this spectroscopy have a much higher photon out
throughput than scattering experiments. For example, IXS uses an incident beam
flux in the order of 1010 photons/s and produces ~1 cts/s (counts per second) for the
asymmetric Fe–Cl stretch at 380 cm−1 in a [FeCl4]− sample; NRVS uses a beam flux
on the order of 109 photons/s and has ~10 cts/s of signal for the same vibrational
feature. This advantage makes NRVS preferable (e.g., vs IXS) for biological

Figure 9.9: Energies and lifetimes of some nuclear isotopes with the shaded region indicating
lifetimes and energies that are amenable to current synchrotron technology. Values obtained from
the International Atomic Energy Agency Nuclear Data Service website (www-nds.iaea.org).
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measurements because it leads to a higher signal level while having a lower
amount of incident radiation dose on samples.

Although the scattered energy can be well defined by the nuclear transitions
themselves, the photons collected by the detector(s) include not only the signal
from the nuclear scattering event but also the unwanted background counts from
the electron scattering (in the order of millions of cts/s per detector). Since NRVS
uses no energy analyzer, it is necessary resolve the signal from the background via
another option: time. Fortunately, the nuclear scattering process has a long lifetime
on the order of ns (e.g., 57Fe at 14.4 keV has a 1/e lifetime of 141 ns), whereas X-ray-
electron interactions are essentially instantaneous on this time scale, leaving the
background’s pulse duration the same as the SR’s pulse duration (e.g., 70 ps). This
makes it possible to distinguish the nuclear scattering contribution from the elec-
tron scattering background in the time domain. A practical description of this pro-
cedure will be discussed in later sections.

9.3.2 X-ray sources for NRVS

9.3.2.1 Synchrotron radiation sources

SR is the electromagnetic radiation emitted when electrons are accelerated radially
while at relativistic speeds. In practice, the electrons are traveling along a circle,
the acceleration is perpendicular to the velocity (a ⊥ v) and the radiation is along
the tangent direction of the circle via an insertion device such as a bend magnet,
wiggler or undulator. SR has many advantages, such as high flux / brilliance, high
linear, elliptical or circular polarization, small angular divergence, low emittance
(i.e., the product of source cross section and solid angle of emission is small), wide
energy tunability and pulsed time structure. These advantages have lead to many
advanced applications in areas from condensed matter physics to biology, from ac-
ademic research to industrial technologies.

There are more than 100 SR rings around the world; however, most of them are
suitable for NRVS measurements. The ideal narrow incident bandwidth (on the
order of 1 meV) demands a specialized X-ray optics called an HRM, and the other
NRVS requirements depends on the type of SR rings. For measuring 57Fe nuclei (1/e
lifetime = 141 ns), a radiation pulse interval of ~150 ns is optimal. SR rings support
multiple experimental techniques at end stations with differing requirements of
flux, bunch spacing and bunch width. NRVS requires a large storage ring capable
of widely spaced bunches and/or hybrid bunch modes (sections of electrons with
differing bunch timings). It also requires a high energy electron beam to create suf-
ficient flux at high X-ray energies. Currently four storage rings in the world are set
up to allow NRVS experiments (Table 9.2): APS in Chicago, USA (1.1 km, 7GeV,
since 1995); SPring-8 in Hyogo, Japan (1.5 km, 8GeV, since 1996); ESRF in Grenoble,
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France (0.9 km, 6 GeV, since 1994) and Petra-III in Hamburg, Germany (2.3 km, 6
GeV, since 2010).

9.3.2.2 Undulators and monochromators

For NRVS specifically, the incident beam is invariably generated by a set of magnets
called an undulator. In an undulator the radiation from different poles construc-
tively interferes with the motion of the oscillating electrons resulting in a narrow
beam energy profile. A useful metric that characterizes a wiggler/undulator is the
K-factor:

K = eBλu
2πmec

(9:31)

where e is the charge of the electron, B is the magnetic field strength of the inser-
tion device, me is the electron rest mass and λu is the period of the magnetic oscilla-
tion. The K-factor characterizes the oscillation amplitude of the particle – for K
much greater than 1 the oscillation is amplitude is large and behaves like a wiggler.
For K-factors much less than 1, we see the interference characteristic of an undula-
tor. Changes in K alter the energy profile of the beam, and we can achieve the

Table 9.2: Beamlines, and their approximate operating conditions, that perform NRVS
spectroscopy.

Facility/
beamline

Energy
(GeV)
[]

Emittance
(nm-rad)

[]

Period
(mm)

# of
periods

Flux (photon s−)/
resolution (meV)
(at .keV)

Possible
isotopes

 .  []  [] . × 
/. meV []ESRF

ID-
. × 

/ . meV []

Fe, Eu,
Sm, Sn,
Dy, Sb,
Te, Xe

APS
-ID-D

 .  []  []  × 
/ meV [] Fe, Eu,

Kr, Sn, Dy

SPring-
BL-XU

 .  []  [] . × 
/. meV [] Fe, Eu,

Sm, Sn,
K, Te, Sb. × 

/. meV []

SPring-
BL-LXU

 .  []  [] ~ × 
/. meV []

PETRA III
P

   []  []  × 
/. meV [] Fe, Sn,

Sb, Te, Ir
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desired K by tuning the magnetic field, B. This is accomplished by modifying the
“undulator gap” between the magnets above and below the electron path.

The primary advantages of using an undulator include a narrow angular diver-
gence, a high brightness and a narrow energy distribution. The white light from an
undulator at an NRVS beamline has a bandwidth on the order of 100 eV of width in
energy. The gap is tuned specifically for a desired experimental energy range. As
NRVS is obtained over a range of 100s of meV around a central energy on the order
of keV, the undulator gap is usually not changed during the course of an experi-
ment. The initial beam is narrowed further by a liquid nitrogen or water-cooled
high heat load monochromator (HHLM), which reduces the radiation energy to
about 1 eV in bandwidth, before reaching the end-station of the beamline the beam
is further reduced to ~1 meV by a HRM. There are also many optics and mechanical
components that shape/focus the beam. With so many requirements, experimental
end-stations at NRVS beamlines tend to be 25–100 m away from the SR ring.

9.3.2.3 High-resolution monochromators

Crystals diffract X-rays with different energies at different angles characterized by
Bragg’s law:

nλ = 2d sinθ (9:32)

where n is the order of diffraction, λ is the wavelength of energy being diffracted, d
is the spacing between crystal planes and θ is the scattering angle. This wavelength
scattering angle relationship is utilized in the design of crystal monochromators.
Regular diffraction refers to the case in which the incident and the diffracted beams
are symmetric with respect to the crystal’s cut surface, for example a Si(1,1,1) crystal
used in a heat load monochromator at an NRVS beamline. On the other hand, asym-
metrical diffraction means that the cut surface of the crystal is not in parallel with
the diffraction crystal plane and therefore the incident and diffracted X-rays are not
symmetric with respect to the crystal’s cut surface. An asymmetric diffraction can
obtain a larger beam broad angular acceptance of the input beam and narrow dis-
persion of the output beam (Di→Do) than a symmetric diffraction while outputting a
larger beam size beam size (Si→So), as shown in Figure 9.10. The ~1 meV bandwidth
X-ray beam used for NRVS measurements can be produced via a pair of such asym-
metrically cut and high reflection index such as Si(9,7,5). To further disperse the
beams with different energies, the normal angles of these two diffraction crystal
planes are arranged between 90o–180o, forming a ++ (dispersive) crystal array. The
pair of asymmetric crystals are referred to as the key diffractive crystals.

At SPring-8 BL09XU, for 57Fe NRVS a three-crystal HRM is utilized, in which a pair
of Si(9,7,5) crystal planes were chosen as its key diffractive crystal surfaces, and a Ge
(3,3,1) crystal is used as a front mirror to adjust the direction of the input optical path.
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APS 03ID implements a four-crystal HRM with its key crystal plane being Si(10,6,4),
and the front and back manipulation crystals being Si(4,0,0); the latest Petra-III P01
nuclear scattering beamline also uses a 2Si(10,6,4)×2Si(4,0,0) HRM setup for 57NRVS.
The three-crystal HRM usually produces a beam with 0.1 × 0.6 mm2 in cross section,
while the four-crystal one produces a cross section of 0.1 × 0.1 mm2. Some beamlines
have Kirkpatrick–Baez focusing mirrors to produce a beam in even smaller sizes. So
far, either a four- or a three-crystal HRM can provide X-rays that have ~1 meV energy
resolution or better at energies (5–30keV) suitable for many NRVS experiments.

9.3.2.4 About energy calibration

Monochromator crystals can expand or contract due to fluctuations in ambient tem-
perature. Although these environmental variables are usually controlled well at an
SR facility, the precise location of the nuclear resonant peak position and the stabil-
ity of the energy axis scale must be calibrated. The nuclear resonant peak can be
calibrated as 0 meV with respect to vibrational quanta during data analysis.
However, the energy values relative to monochromator motion still need to be cali-
brated with a standard sample. As shown in Figure 9.11, the FeCl4 T2 stretch peak
from the same complex sample [NEt4](FeCl4) measured at different beamlines do
not overlap and vary by up to 4 meV with each other. A linear correction factor (the
energy axis scale) of about 0.920–1.005 can bring all of the uncalibrated spectra
into very good alignment with the reported Fe–Cl T2 peak centroid (at 380 cm−1).

The primary source of energy uncertainty in the monochromator comes from
changes in the crystal plane d-spacing due to temperature. For Si, the coefficient of
thermal expansion is 2.56 × 10−6 K−1, leading to an energy shift of 9 cm−1 (or over
1 meV) per 0.03 K of temperature change. Inadvisably entering the monochromator
hutch could change the crystal temperature by 0.1%. This could lead to a several
meV energy drift and require hours to re-equilibrate. Therefore, beamline energies

Figure 9.10: Left: A schematic of an asymmetrically cut monochromator crystal plane. Right: A
diagram of the three-crystal HRM at BL-9XU at SPring-8.
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must be frequently checked especially when the temperature of the hutch is
disturbed.

However, it should be noted this temperature sensitivity can be intentionally
used as a mechanism of tuning monochromator energy. For example, the sapphire
backscattering HRM at Petra-III P06 is tuned by temperature scanning and it allows
access to nuclear resonances above 30keV with ~1meV resolution.

The energy calibration becomes more critical for dilute biological NRVS meas-
urements as the acquisition times can be long (>24 hours) and both the zero posi-
tion and the energy scale will drift more. As sample changes take time (1 hr), the
traditional energy calibration interrupting an extended biological sample measure-
ment may not be desirable. To resolve this issue, the calibration can also be done
via measuring 57Fe powder at 285 cm−1 or (NH4)2MgFe(CN)6 at 602 cm

−1 at room tem-
perature (RT) in a separate stage outside the back of the cryostat stage (similar to in
situ foil calibrations used for EXAFS measurements). The calibration at this second
stage can be a quickly switched to by letting the full beam bypass to the main stage
(the cryostat chamber), or an in situ measurement that is done at the second stage
while the biological sample is measured at the main stage; however, this is not rec-
ommended as it increases the mechanical deadtime of the overall measurement.

Figure 9.11: NRVS PVDOS spectra for the calibrated (NEt4)FeCl4 ion (––––). An uncalibrated
spectrum measured in May 2015 at BL09XU (––––) and the same sample measured seven day later
(––––). Also, the room temperature PVDOS spectrum for (NH4)2MgFe(CN)6 (––––) as an alternative
higher-energy calibrant. Major peaks renormalized from 0 to 1 for illustration.
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9.3.3 Detecting NRVS

As discussed previously, the most important factor for separating the NRVS signal
from the prompt electronic scattering background is time resolution.

9.3.3.1 Avalanche photodiode detectors

Avalanche photodiode (APD) detectors possess properties that are suitable for mea-
suring NRVS. The saturation level for an APD is about 6 MHz per APD element no
matter how large the element area is. Therefore, using an APD array with small indi-
vidual elements instead of a single APD is advantageous. Figure 9.12 (top) shows an
example of 2 × 4 APD array used in SPring-8 BL09XU. The combined high-gain and
high-saturation rate makes APDs suitable for measuring the NRVS, which has a weak
signal but a large background at the same time.

Modern APDs can have a time resolution of 1 ns or better, which is good for many
types of NRVS experiments, including those on 57Fe.
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Figure 9.12: Top: Electronics used to separate delayed nuclear events from prompt -ray events.
Middle: A typical timing scheme for an NRVS experiment. Detector “off” implies the counts are not
being sent to “Scaler 3” in the top diagram. The specific times are typical for APS operating
conditions. Bottom: Close up image of an APD array with inset being a zoomed in picture of the
individual APD elements.
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9.3.3.2 Data-acquisition electronics

APDs collect the photons but it is the data-acquisition electronics that finally separate
the delayed nuclear signal from the prompt background in the time domain. A block
diagram for the data-acquisition electronics is shown as in Figure 9.12 (top) to illus-
trate this process. One important device is the “bunch clock,” which tells the elec-
tronics the initial time point of t = 0 when a synchrotron pulse arrives. When both
the APD and bunch clock send pulses to the CU simultaneously, the latter passes the
signals from the APD, which is then digitized and sent to the workstation for storage.
In practice, a veto interval X is set around t = 0 (where X is about ±10 ns), to avoid
the signal integration during this period and to allow the electronics to recover from
the enormous background pulse. Then, the counts for the events that occur between
t = X and 150 − X (e.g., t = 10–140 ns) is passing through the CU and digitized as
NRVS counts. The values without time structure, for example, I0, prompt and energy
positions are directly digitized to send to the workstation for storage.

9.4 Data analysis

9.4.1 Data processing

To compare theory and actual experiment, we need to be able to proceed in the op-
posite direction – extraction of the PVDOS from the experimental data. A variety of
programs are available for the analysis of NRVS spectra, including DOS [57] and
PHOENIX [58]. The key steps in the analysis of NRVS data are as follows:
– determination of the resolution function R(E−E′),
– normalization using sum rules,
– subtraction of the elastic component,
– decomposition into n-phonon contributions and
– derivation of the PVDOS.

Herein we briefly summarize the steps taken by the PHOENIX software [34]. For ac-
tual experimental data the measured intensity transforms from eq. (9.17) to:

I Eð Þ =
ð
R E − E′
' (

aS Eð Þ−bδ Eð Þf gdE′ (9:33)

We have distributed the normalization constant A into a and b and have introduced
the experimental monochromator resolution function R E −E′

' (
. Next, the resolution

function must be precisely fit to the spectrum. The high statistics of the elastic peak
give an obvious target to fit the resolution function; however, the contribution to
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the area under the elastic peak also comes from the inelastic contribution – here
estimated as a Debye solid – so the following function is fitted:

P Eð Þ = c1 R E − c0ð Þ+ c2β E − c0ð Þ
1− e− β E − c0ð Þ

$ %

8
<

:

9
=

; (9:34)

All c terms are variable fitting parameters. The term c0 allows for adjusting the posi-
tion of the resonance, c1 scales the height of the function to the elastic peak and the
term c2 adjusts the phonon contribution. The function R E − c0ð Þ provides the resolu-
tion function as follows:

R Eð Þ =
H E 2c3

1+ c4

h i
, E ≥0

H E 2c3c4
1+ c4

h i
, E < 0

8
><

>:
(9:35)

where H xð Þ is a generic shape function:
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H xð Þ = e− xc5j j (9:36)

All c values are fit using a least squares minimization. Next the first moment of the
spectrum is normalized to the recoil energy according to eq. (9.18) determining the
normalization factor a. From eq. (9.24) we see that the Lamb–Mössbauer factor
must be determined for the eventual deconvolution. Utilizing the normalization fac-
tor, fitted elastic peak and resolution function, we can solve for the elastic contribu-
tion to the experimental spectrum:

f = 1+ c1
a

−
1
a

ð
IðEÞ− c1R Eð ÞdE (9:37)

Finally, PHOENIX performs the Fourier-log deconvolution [59] a modification of
eq. (9.23):

S1 Eð Þ = fF − 1 ~Rln 1+ϕ
~I − c1~R
af ~R

( )" #

(9:38)

Here ~R is the Fourier image of the resolution function and ~I is the Fourier image of
the normalized intensity spectrum. Likewise, PHOENIX calculates higher-order pho-
nons. The term ϕ is a mollifier function that convolutes with the subtracted spec-
trum to limit Fourier artifacts.

ϕ = min 1,
~I~R 0ð Þ
~R~I 0ð Þ

)))))

)))))

( )

(9:39)

The final PVDOS is calculated identically to eq. (9.24).
From a practical standpoint, the energy axes of multiple scans are aligned

based on their position of the elastic resonance, then a calibration factor is applied.
As mentioned previously, this approximately linear factor can be determined by the
position of three prominent peaks for [Et4N]FeCl4 (Figure 9.3). It can also be deter-
mined by fitting the Stokes and anti-Stokes regions for a sample of accurately
known temperature [60].

9.4.2 Data interpretation

Once the NRVS-derived PVDOS is in hand, the interpretation depends on the
problem of interest. However, among the interpretive approaches employed are
as follows:
– sum rule analysis for physical observables,
– graphical analysis for speed of sound,
– isotope shifts,
– optimization of empirical force fields,
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– group theory and
– interpretation via density functional theory (DFT) calculations.

As discussed previously, the sum rules provide a straightforward prescription to ob-
tain physical observables such as the Lamb–Mössbauer factor and average force
constant of the probe atom. Albeit less obvious, the speed of sound through the ma-
terial can be obtained by graphical manipulation and extrapolation.

Due to the selectivity of NRVS for the probe isotope motion, many features in a
spectrum can be initially assigned based on a combination of chemical intuition,
literature precedents and group theory. To further refine the assignments, isotopic
substitution can be employed to highlight modes involving the substituted atom
motion. A normal coordinate analysis can also be employed that generates a spec-
trum from a set of internal coordinate force constants. The resulting force field can
then be optimized to reproduce the experimental spectrum affording information
about the strength and motion of vibrational modes, which, if symmetry allows,
can be related back to group theory [61].

In recent years, DFT calculations have prevailed as a straightforward way
to interpret vibrational spectra. For NRVS, first principle calculations of PVDOS are
derived from the orthogonal matrix that diagonalizes the mass-weighted second de-
rivative Hessian matrix [62]. The basic procedure is routinely performed by many
quantum chemistry codes during the calculation of vibrational frequencies and
modification to yield the PVDOS for the probe atom(s) is straightforward.

9.5 Application to model complexes

In metal complexes, metal–ligand stretching and bending frequencies range from
~50–2,000 cm−1, or ~6–250 meV. NRVS is exciting, in part because it provides an
isotope selective vibrational spectrum. In the case of Fe NRVS, only modes that
involve displacement of the 57Fe nucleus couple to the nuclear transition.

9.5.1 Coordination complexes

9.5.1.1 Fe2O2

Peroxo diiron complexes, abbreviated here as Fe2O2, are common intermediates in
biological binuclear Fe oxygenases. Key to understanding the underlying biological
chemistry is characterizing the binding moiety of the peroxo bridge. There are nu-
merous possibilities for a peroxide bridge to form between two irons: a cis 1,2
bridge, a trans 1,2 bridge, two doubly bridging oxygens, a bridging plus terminally
bound oxygen and a bridging oxygen with the distal oxygen not bound to either
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iron. NRVS spectroscopy can be utilized to understand the iron-bound peroxo spe-
cies in biological intermediates, especially where Raman and/or structural data are
not available. To understand how the peroxo-binding moiety affects the molecular
vibrations of the diiron site, NRVS was utilized on a model complex, [Fe2(μ-O2)
(N-EtHPTB)(PhCO2)]2+ (abbreviations available in reference) [63].

As shown in Figure 9.14, the NRVS spectrum of the peroxodiiron model is domi-
nated by an envelope of features from 150–300 cm−1; these modes are dominantly
Fe-(N-EtHPTB/PhCO2) in nature. The region from 440–480 cm−1 is of special interest
and the features in the natural abundance (O2) spectrum at 446 and 458 cm−1 clearly
shift to 446 and 458 cm−1 in the 18O sample. Likewise, the shoulder centering at
338 cm−1 also shifts inward to 311 cm−1 in the 18O isotopologue.

The isotope shifts, empirical force field analysis and group theory identified the
higher energy features. The observed pair of highest energy peaks were character-
ized as a Fermi doublet [64, 65] with dominantly Fe–O–O–Fe symmetric stretching
motion. The isotope-sensitive intensity centered at 325(313) cm−1 was not previously
observed in resonance Raman. To describe this motion, the spectrum was simulated
with the program Vibratz [61]. Using a set of internal coordinate force field con-
stants it was found that the feature was a result of coupled motion of the O–O
group parallel to the Fe–Fe axis and perpendicular to a pseudo-mirror plane bisect-
ing the four atoms later referred to as a “peroxide rock.”

The study did not elaborate on the modes in the 150–300 cm−1 region, but was
comprehensively built upon in a later study [66] where DFT was utilized to describe
the region as a combination of “core motions,” peroxide twisting motion and a
“butterfly” motion where the oxygens move perpendicular to the Fe–O–O–Fe plane
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Figure 9.14: NRVS spectra for the 57Fe2(μ-O2)(N-EtHPTB)(PhCO2) (––––) and 18O substituted
compound (––––). Inset, truncated image of the Fe2O2 site and neighboring atoms.
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in opposite motion to the irons. Collectively, the distribution of these modes in the
spectrum are related to the deviation of the bridging alkoxide oxygen atom from
the Fe–O–O–Fe plane created by the bridging peroxide.

These studies established correlations between NRVS spectra and structure that
would be translated to the study of biological peroxo-bound diiron systems; specifi-
cally the P′ peroxo-bound intermediate of the AurF enzyme [67].

9.6 Applications to biological systems

9.6.1 Rubredoxin

The relatively simple metalloprotein, rubredoxin, contains a single Fe center coordi-
nated to four cysteine amino acid residues. The two accessible redox states of the
Fe site are formally Fe(II) and Fe(III), which facilitate the electron transfer activity
of the protein. The simplicity of the Fe site and ease of handling of the protein
made rubredoxin an excellent early candidate for bioinorganic 57Fe NRVS [68].

The NRVS spectra for the oxidized and reduced forms of the protein are shown in
and are qualitatively dominated by the three peaks. For the Fe(III) site the peaks are
centered at 70, 150 and 360 cm−1. Although the reduced protein spectrum is similar
to its oxidized counterpart, the high-frequency envelope downshifts to 303 cm−1. The
original work implemented the Vibratz program for empirical force field-based
modeling to derive the Fe–S force constants. The crystal structures (reduced
PDB:1CAD [69], oxidized PDB:1BQ8 [70]) were used as models for the simulations.
The result was a calculated 36% decrease in Fe–S bond force constant (1.24 to
0.92 mdyne/Å) upon reduction of the protein.

The peaks were assigned using the vibrational mode description from the Vibratz
modeling. For the oxidized protein model, the broad region from 345 to 375 cm−1 is
composed of three strong components at 375, 358, 350 cm−1 and three weaker contri-
butions at 365, 364 and 340 cm−1 that are principally described as Fe-S asymmetric
stretching modes. The intensity in the region from 300 to 340 cm−1 arises from nearly
symmetric Fe–S stretch modes. It would be expected that a perfect symmetric stretch
would not cause Fe motion; however, the intensity is a consequence of the deviation
from ideal symmetry. The contribution in this so-called breathing region is approxi-
mately 10% that of the asymmetric stretch components. The region near 150 cm−1 is
composed of nearly degenerate S–Fe–S bending modes. The region between 100 and
150 cm−1 is assigned as Fe–S–C bending modes with mixing of S–Fe–S modes.
Finally, the low-energy region below 100 cm−1 involves significant dihedral, tor-
sional, acoustic and delocalized vibrational modes within the greater protein.
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When the same analysis is performed for the reduced Fe center, the order of
assignments remains the same, but the stretching modes downshift by 18%. It is
noteworthy that the symmetric stretch centroid shifts to approximately 270 cm−1

and start to mix with the bending modes leading to enhanced intensity throughout
the 150–300 cm−1 region (Figure 9.15).

9.6.2 Single-crystal rubredoxin

A follow-up single-crystal EXAFS and NRVS study was performed with oxidized ru-
bredoxin – the first time such a study was done for an Fe–S protein crystal [71]. As
NRVS is orientation dependent (eq. (9.12)), the vibrational modes of a single crystal
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Figure 9.15: Left top: The crystal structure of rubredoxin (pdb: 1CAD). Left bottom: The Fe site in
rubredoxin and proximal cysteines. Right top: The NRVS spectra of the oxidized (––––) and reduced
(––––) rubredoxin protein. The NRVS spectra of the oxidized 57Fe rubredoxin aligned along the
crystallographic a-axis (––––) and the crystallographic c-axis (––––). Figure reproduced from
previous works [68, 71].
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of rubredoxin are enhanced when the 57Fe motion is along the direction of the inci-
dent photon vector K. The three strong asymmetric stretch modes at 373, 358 and
352 cm−1 (corresponding to the modes at 375, 358 and 350 cm−1 in solution) were selec-
tively enhanced by orientation of the incident photon parallel to the crystallographic
a-axis and c-axis. Along the a-axis the average Fe–S bond length is 2.263 Å and 2.284
along the c-axis (determined by EXAFS). Projection of the incident beam on the a-axis
enhanced the peak at 373 cm−1, where orientation along the c-axis enhances the
358 cm−1 and completely hides the feature at 352 cm−1 (Figure 9.15 bottom right).

Vibrational modes in the Fe–S bending region of the rubredoxin crystal were less
orientation dependent. The alignment on the c-axis enhanced the peak at 140 cm−1 and
the a-axis orientation seemed to slightly split the peak. This implies that the 57Fe bend-
ing normal mode motions are not “pure” projections onto the crystallographic axes.

The experiment was followed up by Vibratz modeling similar to the solution ru-
bredoxin approach, but with an Fe(SCC)4 model and an orientation dependent sim-
ulation. From the modeling, it is supported that the 352 cm−1 feature must lie
perpendicular to the crystallographic c-axis. A key, but perhaps not surprising, ob-
servation made is that the highest frequency mode (373 cm−1) enhancement is con-
sistent with the crystallographic a-axis, which has the shorter average Fe–S bond
length.

Collectively, the work demonstrates that single crystal NRVS coupled to EXAFS,
or other structural methods, can be used to selectively probe individual vibrational
modes and deconstruct vibrational envelopes. With the ultimate application of the
work being to vibrationally uncouple systems containing multiple 57Fe sites.

9.6.3 Non-Rieske [2Fe2S]

The logical continuation of the study of simple FeS clusters with NRVS was spec-
tra obtaining for reduced and oxidized non-Rieske Rhodobacter capsulatus ferre-
doxin VI (Rc FdVI) [2Fe2S] cluster [72]. The [2Fe2S] cluster is characterized by two
irons connected to the protein matrix by two terminal cysteinyl sulfurs (St) and
connected to one another by two bridging sulfurs (Sb). In the oxidized form, the
cluster is ferric and diamagnetic – whereas in the reduced form the cluster is a
mixed ferric and ferrous antiferromagnetically coupled S=1/2 system. Unlike the
single Fe counterpart in rubredoxin, the [2Fe2S] cluster in Rc FdVI has a sharper
Fe–S stretching region with better-resolved components (Figure 9.16). The stretch
region components in the all-ferric sample are observed at 421, 393, 352, 341 and
321 cm−1. Raman spectra of [2Fe2S] clusters have a strong feature near 290 cm−1

that is not present in the NRVS corroborating the original assignment of the mode
as a combination of two highly symmetric FeS4 breathing modes with minimal Fe
motion. It is useful to note that the redox sensitive Fe–S stretch modes greater
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than 400 cm−1 have become an identifier for [2Fe2S] clusters in systems with mul-
tiple clusters of varying composition [22].

The maximum of the oxidized protein NRVS spectrum occurs at 341 cm−1 in a
region of broad unresolved components, while the highest frequency feature is
found at 421 cm−1. In the reduced protein, a spectral maximum occurs at 302 cm−1.
Likewise, the 393 cm−1 intensity shifts to 382 cm−1 in the reduced form. It is note-
worthy that NRVS for the reduced protein was capable of observing a peak at
276 cm−1, which was only predicted at the time to be a Raman unobserved Fe(II)–St

stretch [73]. The spectrum for [2Fe2S] ferredoxin contains some resolvable features
in the low-energy region below 250 cm−1. However, since most of the intensity in
this region involves numerous highly delocalized and weak vibrational motion that
involve a sizable portion of the greater protein, they cannot be properly modeled
using DFT or force field modeling using small model metalloclusters.

A Urey–Bradley force field simulation of the [2Fe2S] cluster spectrum was em-
ployed using Vibratz. The symmetry and models were D2h:Fe2S2S′4, C2h:Fe2S2(SCC)4
and C1:Fe2S2(Cys)4. The force constant treatment allowed for the development of a
CHARMM-based force field that could be used for all-atom molecular dynamics sim-
ulations [74]. The vibrational analysis from all-atom molecular dynamics simula-
tions performed using the CHARMM force field can properly account for the low-
energy region of the NRVS spectrum. Extremely low energies involve completely de-
localized protein skeleton motion and in-phase motion of the entire [2Fe2S] cluster
moving as a rigid body. The precedent set by combining NRVS and molecular dy-
namics has been further developed with respect to more complex heteroclusters
like the iron–molybdenum cofactor in nitrogenase [75].
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Figure 9.16: The 57Fe NRVS spectrum of [2Fe2S] in the reduced (––––) and oxidized (––––) form.
Figure reproduced from previous work [72].
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9.6.4 [4Fe4S] ferredoxin

The ferredoxin of the hyperthermophillic archaeon Pyrococcus furiosus contains a
[4Fe4S] cluster used for electron transfer. The cluster contains four bridging sulfurs
(Sb) that are coordinated to the protein through three cysteinyl sulfurs and a single
aspartate oxygen. The D14C mutant (PfD14C Fd) has a point mutation that ensures
the [4Fe4S] cluster is coordinated to the protein by four cysteinyl sulfurs (St) instead
of an aspartate oxygen [76]. The oxidized PfD14C Fd [4Fe4S]2+ cluster has been
shown in a crystal structure to be highly symmetric with nearly D2d symmetry [77].
In the oxidized [4Fe4S]1+ form, the four irons have a formal oxidation of 2.5 and the
cluster is S=0. Upon reduction, two irons remain Fe(2.5), two irons become formally
ferric, and the cluster becomes S=1/2.

The two oxidation states share three broadly defined vibrational regions
(Figure 9.17). The intensity below 100 cm−1 arises from the diffuse vibrational modes
coupled to protein motion as discussed previously. The region from 100 cm−1 to
200 cm−1 arises from Fe–S bending-type motion. Finally, the region from 200 cm−1 to
slightly greater than 400 cm−1 involves predominantly Fe–S stretching vibrations;
however, this region also has a mixture of Fe–St and Fe–Sb stretching vibrations at
higher and lower energies, respectively. The oxidized PfD14C Fd NRVS spectrum has
the most prominent feature at 148 cm−1 with a clear shoulder. There is also a local
maximum at 84 cm−1. In the canonically Fe–S stretch region, there are two prominent
peaks at 354 cm−1 and 382 cm−1. The nearly symmetric A1 mode at 336 cm−1 is very
weakly observed in the oxidized NRVS spectrum as it involves very little Fe motion
and only Sb “breathing”-type stretch motion. In the cluster bending region, an enve-
lope centered at 281 cm−1 is observed.
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Figure 9.17: NRVS spectrum for [4Fe4S] D14C Ferredoxin in the reduced (––––) and oxidized (––––)
form reproduced from previous work [76]. Inset is the local coordination sphere of the 4Fe4S site.
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Although there are many analogies between the oxidized PfD14C Fd NRVS spectrum
and existing Raman data, no such comparisons can be drawn for the reduced form
as ferredoxins are notoriously difficult to probe with Raman due to fluorescence.
Here, NRVS has an obvious advantage over Raman spectroscopy. After reduction,
the NRVS spectrum of PfD14C Fd shows a shift of the 382cm−1 peak to 362 cm−1, the
354 cm−1, intensity shifts to 320 cm−1 and the middle band at 281 cm−1 moves to
268.5 cm−1. It is notable that the low-energy region in either oxidation state, which
we have defined as involving diffuse phonon-like motion in the protein, is not as
dominant as it was in the [2Fe2S] and rubredoxin case.

A combined DFT, force field and molecular dynamics approach to the NRVS
spectra indicates that the [4Fe4S] cluster is vibrationally isolated from the rest of
the protein. Typically, the coupling between Fe–S motion and S–C–C bends of the
cysteine side chains is dependent on the Fe–S–C–C dihedral angle, with a maxi-
mum coupling when all four atoms are coplanar at 0 or 180 degrees [78]. The angles
in PfD14C Fd are nearer to 90 degrees. Likewise, in the case of the [4Fe4S] cluster
each iron is coordinated to the protein matrix by a single sulfur, whereas in the
non-Rieske [2Fe2S] and rubredoxin the irons are coordinated to the protein by two
and four sulfur bonds per iron, respectively. This has implications for electron
transfer – in that protein dynamics in the PfD14C Fd are largely unaffected by the
redox of the cluster. In the framework of Marcus theory for electron transfer [79],
the reorganization energy term is lower in PfD14C Fd when compared to non-Rieske
[2Fe2S] clusters or rubredoxin.

These results help shed some light on questions about biological preferences for
which type of FeS cluster is used for electron transfer [80]. Compared to [4Fe4S] clus-
ters, [2Fe2S] clusters may act over shorter distances and/or with long range conforma-
tional changes that decouple the electron transfer protein from its redox partner. As in
the case of putidaredoxin, which has a 100-fold decrease in binding affinity for its
redox partner, cytochrome p450cam, after reduction of its [2Fe2S] [81].

9.6.5 Fe-containing Enzymes

57Fe NRVS has been extended beyond electron-transfer proteins to enzymes with
rich chemistry. In Table 9.3 we provide an extensive (but not comprehensive) list of
biological NRVS work with a succinct noted observation and, in most cases, list fre-
quencies of interesting 57Fe-X modes. We note that the observations we identify do
not fully convey the magnitude of each work and we encourage readers to use them
as a guide to read the corresponding full references.
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Table 9.3: List of biological NRVS work.

Biological System Noted Observation Ref.

Myoglobin Compound-II Verification of the unprotonated Fe(IV)=O moiety with stretching
mode at  cm−.

[]

Myoglobin-NO Observation of a N-sensitive mode at  cm− assigned as a
Fe-NO stretching mode.

[]

Myoglobin-O Assignment of Fe-O stretching mode at  cm−. []

Fe-O modes with alternatively substituted porphyrins. []

Myoglobin-CO Identified heme vibrational dynamics, including delocalization of
the heme “doming” mode. Myoglobin-CO stretch at cm- and
bend at  cm−.

[]

[NiFe]-hydrogenase Identification of the Ni-H-Fe bridging moiety with a wagging
mode at  cm−.

[]

Assignment of Fe-CO vibrational region between – cm−

and Fe-CN region between – cm−.
[]

Oxygen-Tolerant [NiFe]
hydrogenase

Quantitative determination of the Fe-S cluster composition,
specifically identified a [FeS] cluster with a stretching mode at
 cm−.

[]

[FeFe]-hydrogenase First site-selective Fe enrichment for NRVS that demonstrated
the [Fe]H cluster and [FeS]H subcluster are inserted stepwise
into the protein. [FeFe] site Fe-CO modes: , , , and
 cm−. Fe-CN modes:  and  cm−.

[]

Replacement of the azadithiolate bridge of the [Fe] site with a
proton-disrupting oxodithiolate bridge allows trapping of an
intermediate called Hhyd with Fe-H-Fe bending modes at  and
 cm−.

[]

Vibrational characterization of the Hhyd intermediate, in the
enzyme with an artificial azadithiolate [Fe]H cluster. Fe-H-Fe
bending modes at  () and  ()cm− in
CrHydA(DdHydAB).

[]

Characterization of Hhyd in the CS mutant (CrHydA), altering
the proton transfer pathway shifting the Fe-H-Fe bending modes
to  and  cm−.

[]

Characterization of catalytic and oxygen species in the wildtype
and CA mutant (CrHydA).

[]

Nitrogenase Fe Protein
[FeS] Cluster

First NRVS comparison of a [FeS]+/+/ cluster in three
oxidation states identifying a linear correlation between
oxidation and Fe-S stretching force constants.

[]
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9.7 Outlook

As demonstrated here, the power of NRVS is derived directly from isotopic speci-
ficity, normal mode selection and relative sensitivity. Fe is ubiquitous in biologi-
cal metallocofactors either as part of electron transfer or catalytic mechanisms.
Studying these cofactors with traditional vibrational spectroscopy, such as infra-
red (IR) or Raman spectroscopy, can be impeded by the background created by
the biomolecule proper or even fluorescence of the cofactor. As such, the extreme
specificity of 57Fe NRVS for only 57Fe motion makes the perfect tool to study vibra-
tional dynamics of the critical Fe-containing components of the biomolecule.
Without contributions from the biological sample background, NRVS enjoys very
little spectroscopic noise; even modes of Fe hydrides within enzymes [21, 101]
have been observed – which are typically difficult to directly identify with other
techniques [102, 103]. The selection rules – or comparatively lack thereof – allows
for 57Fe NRVS to show both IR- and Raman-active modes that contain 57Fe mo-
tion – thus providing a complete picture for Fe vibration.

Since its inception more than two decades ago, ongoing improvements in syn-
chrotron brightness and monochromator resolution have allowed for the investiga-
tion of weaker features and more dilute biological samples. Refinement in sample
preparations have allowed for high-concentration biological samples and site-of-
interest-specific labeling [56]. The technique is continuing to mature, and it is solving
questions where resonance Raman and IR spectroscopies cannot. The development

Table 9.3 (continued)

Biological System Noted Observation Ref.

Nitrogenase P-cluster
Nitrogenase M-cluster
Isolated FeMo-co

NRVS spectra of the M-cluster (called “FeMo-co”) [FeSMo]
deficient enzyme and holoenzyme allowed subtraction of the P-
cluster [FeS] and development of an empirical forcefield for
the FeMo-co.

[]

Nitrogenase-CO Monitored loss of symmetry of the FeMo-co upon binding of CO
through a  cm− “breathing mode” of the cofactor.

[]

Benzoate
,-dioxygenase

Assignment of the structure of a peroxide shunt intermediate
BZDOp as high-spin side-on Fe(III)-hydroperoxy species. Fe-O
stretch identified at  cm−.

[]

WhiD
NsrR

Identification of [FeS]-NO species in NO-sensing regulatory
proteins.

[]

Rlox Characterization of an O activated species in Fe/Mn and Fe/Fe
Rlox indicating a terminal water bound to the Fe/Mn atom and a
metal-bridging hydroxide.

[]
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of X-ray free electron lasers of very high flux and monochromation expands the pos-
sibilities of NRVS experiments to lower sample concentrations or coupled experi-
ments involving pump lasers or electrochemistry.
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